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Responsible Ai UK (RAi UK) is a £35 million UKRI investment, 
dedicated to delivering interdisciplinary research and has deployed 
over £17 million into projects to:

• Deliver fundamental research into Responsible AI technologies, 
practices, and policy

• accelerate the adoption of responsible AI practices and 
technologies.

• bring leading research-based expertise to engage with 
communities, publics, industries, and governments. 

Research 
Thematic 

Clusters and 
Sectors

Presenter Notes
Presentation Notes

Thematic Clusters – The research programme of RAi UK has launched 29 projects following these clusters, addressing AI challenges across key sectors such as health, creative industries, social robotics and more.
Key Achievements:
AI Champions Initiative- RAi UK has launched its flagship AI Champions initiative, a pioneering effort designed to drive AI expertise within the NHS and the broader healthcare sector. This initiative will be instrumental in fostering a network of AI advocates dedicated to advance the responsible development and deployment of AI technologies across the healthcare system.
AI Fringe Perspectives- As partners on “AI FRINGE PERSPECTIVES’, a whitepaper written by a consortium drawn from the attendees of the AI Fringe event in November 2023. The report integrated insights from diverse stakeholders including civil society, industry, academia, and the People’s Panel on AI, with RAi UK ensuring a diversity of views were garnered from the academic community. 
UN AI Advisory Body report 'Governing AI for Humanity’- RAi UK convened workshops to shape international AI governance, including, under the leadership of Prof Dame Wendy Hall, The Royal Society convened a workshop and response to the UN AI Advisory Body report 'Governing AI for Humanity'.
Community building- RAi UK organised events, webinars, roundtables, participated in national and international events to bring the community together and shape the future of responsible AI policy and practice.
International Sandpit- RAi UK organised their first International Sandpit across the UK and India, bridging gap between disciplines and cultures to tackle some of the toughest research challenges in AI. 
International partnerships- 
Upcoming Initiatives
Thematic Workshops – A series of workshops to focus on the development and deployment of AI across a wide range of international contexts, considering diversity of needs and unique challenges faced in different regions of the world. 
Enterprise Fellowships – RAi UK Enterprise Fellowships, is an accelerator programme to support university-based researchers with an entrepreneurial mindset to translate their research into new products or services. And to support projects that demonstrate the use of responsible AI practices or tools as part of a spin-out which will benefit the economy, society, culture, health, the environment, or quality of life. 
AI & Robotics Research Awards – RAI UK is sponsoring the UK-wide first AI & Robotics Research Awards to be held later in March this year! Nominations closing on 17 Jan 2025!
AI Fringe Event Feb 2025 -  RAi UK will continue partnering this event running alongside the AI Safety Summit in Paris.
UKAir - The UKAIR Festival of Ideas aims to bring researchers from all UKRI AI investments to present their work to the whole community with the goal of shaping the UK’s research priorities, identify cross-fertilisation opportunities, and shape the narrative around the challenges to delivering AI that benefits society and the economy.
Engage with RAi UK: You can connect and engage with the team in several ways!�



RAi UK will enable Responsible and 
Trustworthy AI to power benefits for 
everyday life

Our Vision

Deliver research that addresses societal 
and economic challenges.

Develop national conversations around 
AI – informed by research, not hype.

Build a national AI ecosystem, where all 
voices are heard, respected and debated, 
regardless of seniority or volume.

How we will do this



RAI UK Team
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Our team is made up of academics from different disciplines, with 
strong connections to policymakers and industry

Gopal 
Ramchurn

Kate Devlin

Matt Jones Elvira Perez Vallejos Prokar Dasgupta Shoaib Ehsan

Tom RoddenMuffy Calder

Joel FischerDerek 
Mcauley

Caitlin 
Bentley

Sana 
Khareghani

Wendy Hall Gina Neff Jack Stilgoe Maire Oneill

Presenter Notes
Presentation Notes
RAI UK started in May 2023
Team is made up of representatives from all nations of the UK and from diverse disciplines and backgrounds

We are not just computer scientists or AI experts – we have interests in public participation, cyber security.
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The RAi UK Health and Social Care Working Group and the AI Champions Programme
• Advancing Ethical AI: Developing robust frameworks for safe and equitable AI deployment.

• Promoting Confidence: Building workforce and public trust in AI applications.

• Fostering Collaboration: Building workforce and public trust in AI applications.

• Ensuring Equity: Safeguarding the fair distribution of AI benefits across the healthcare landscape.

• For more information please visit: https://rai.ac.uk/working-groups/health-and-social-care/

Responsible AI NHS Champions will act as advocates and facilitators for responsible, 
safe, and equitable AI use within their NHS organisations - primary, secondary and 
social care. Areas of involvement can include:

• Advocacy and awareness: Promote understanding of the potential of AI

• Training and capacity building: Support colleagues in the best practice of AI

• Ethical oversight: Ensure compliance with national policies and ethical standards

• Collaboration and engagement: Work with patients, carers and community

• Monitoring and evaluation: Assess impact of AI on outcomes, equity and efficiency

• Policy development and alignment: Contribute to the development and alignment of 
AI-related policies at local & national levels.

• Network engagement: Share best practice and dialogue nationally

https://rai.ac.uk/working-groups/health-and-social-%20care/


Responsible AI-powered organisations 
and economies

• Organisations and economies are rapidly evolving due to new ways of working in 
response to AI.

• Responsible AI practices need to include systems-based approaches, beyond testing of 
individual AI algorithms, to evaluate the wider implications of AI deployment into complex 
human/AI systems.

• This includes ensuring that innovators understand the overall consequences and 
measures, such as the reskilling and upskilling that will need to be developed. What are 
the responsible AI principles appropriate for sectors (e.g., healthcare and the justice 
system) and contexts (e.g., where there may be high consequences of failure)



Addressing harms, maximising benefits of AI
• How AI is framed and applied introduces new opportunities but also trade-offs for 

individuals, industries, and societies where the potential benefit may be outweighed by 
negative impacts on a wide range of issues. 

• This includes issues such as privacy, bias, accessibility, labour rights, social justice, and 
sustainability (of people, organisations, and the environment). Many of these trade-offs 
have direct legal ramifications. 

• This introduces the need for deployment, validation, provenance, and auditing regimes for 
AI, so decision makers can thoroughly understand and manage the limitations of AI 
systems. 

• Dimensions of AI safety (e.g., ensuring the system functions as intended with regards to 
ethics, policy, legal and technical aspects), AI security (e.g., ensuring the system is robust to 
malicious interference) and the countering of AI misuse offer may open questions to be 
addressed. What is needed to be in place so that AI works for the benefit of people and 
societies while harms are minimised?



AI Law, governance, and regulation in 
an international context

• There are few established routes to control, transparency and redress for users in relation to 
automation in digital public services, as well as crucial private sector interactions. For 
example, the rise of generative AI has posed significant (though not unique) challenges to the 
creative industries.

• Currently very different approaches to AI governance are taken by the EU, China, the US, and 
elsewhere, a global debate to which the UK must make a strong contribution or risk isolation.

• While longer-term AI safety issues have recently been highlighted by the UK government, 
short to medium term risks remain outstanding.

• What are the approaches that promote trust, provide fairness, and accountability for users, 
and provide certainty for international commerce?



Perception: Human vs Machine  
Machine  Human



National Surveys: Is there an appetite for ML in the 
MDT? 

• Qualtrics National Survey Oct'23 – Dec '23
o Association of Upper GI Surgery (AUGIS)
o UK &Ireland Oesophagogastric Group (UKIOG)
o British Society of Gastroenterologists (BSG)

• Surveyed individual perceptions on factors felt to contribute to decision-making in 
various clinical scenarios

• Surveyed perception/understanding of AI-powered decision-support tools in this 
space

• Examined areas of appeal vs barriers to trust for such tools



Themes: Barriers to Using an ML Decision Support Tool in OC
1. Clinician Superiority

Intuition / ‘gut feeling’.
Clinicians can handle uncertainty (e.g. lung nodule or metastasis?)
Should not over-ride clinician judgement.

2. Patient Individuality

Patients need individualised, holistic care.
Decisions are too complex and multifactorial.
ML decisions may not be reliable if patient history, tumour or circumstances are outside the norm.

3. Transparency and Safeguarding

Need open, explainable model.  
Informed consent from patients – right to refuse.
What if clinicians disagree with model?

4. Need for More Evidence and Information

Validity, cost-effectiveness, time-saving, benefits patients and clinicians.  
More general information about ML tool.

5. Input Requirements

Tool should include data on new advancements e.g. molecular testing, immunotherapy.  
A model trained on decisions made  prior to these advancements may no longer be valid.



Responsible AI for Mental Health (RAI4MH) – 
Partnership
International Partnership grant between the Institute for 
Experiential AI at Northeastern University (US) and the 
University of Southampton 

+

Industry stakeholders (Kooth Plc.)
Rafael Mestre

Stuart Middleton

Annika Schoene

Agata Lapedriza
• Workshops with stakeholders

• Policy engagement

• Research on bias/fairness of ML models

• Sharing resources/models/data



Challenges of AI in Mental Health Care

1. Bias and Fairness in Data and Beyond

2. Privacy and Confidentiality

3. Ethical, Security and Safety 

4. Lack of Human Oversight 

5. Explainability and Trust

6. Regulatory and Legal Barriers 



Disruption Mitigation for Responsible AI (DOMINOS)
Project lead – Radu Calinescu (RAi UK AI Champion), University of York
International Partnership



https://cutt.ly/sleec 

https://doi.org/10.1016/j.scico.2024.1031
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https://doi.org/10.1016/j.jss.2024.112229

Work in progress: systematic 
identification & mitigation of obstacles 

to achieving SLEEC goals Work in progress: toolkit extension

https://cutt.ly/sleec
https://doi.org/10.1016/j.scico.2024.103118
https://doi.org/10.1016/j.scico.2024.103118
https://doi.org/10.1016/j.jss.2024.112229


AI Equality by Design
Project lead – Karen Yeung, University of Birmingham
Impact Accelerator

Ắśừ ĂśźĂ�vĂî ì Еì ụvỵĂẻửî Ăì ừ ǧì î ĂẻĂɔvЕì ỷửẻửĝì Ăẻỵỵỷvẻĝř Ăĝẻụụì î Ă❶ì ƴºẻụś�ЍĂǧЍĂî ì źśɔử6Ăî ì ụśǧì ỷẻ�vửĂẻửî Ă
vЕì ỷźśɔř �❷Ăśử�vĂCºỷvỵì ẻửĂẮỀĂź�ẻửî ẻỷî źĂ6ẻửî 6ĂśửĂ�ºỷử6ĂÀỷś�źř Ăẻửî ĂỀử�ì ỷửẻ�vửẻụĂẮỀĂź�ẻửî ẻỷî ź76Ăř ì ụỵśửɔĂ�vĂ
ì ửźºỷì Ă�ř ẻ�Ă�ř ì ЍĂẻỷì Ăỵỷvỵì ỷụЍĂśử�ì ỷỵỷì �ì î 6Ăºửî ì ỷź�vvî Ăẻửî Ăẻỵỵụśì î Ă�vĂỵỷvЕśî ì Ăì l ì ĝ�Еì Ăỵỷv�ì ĝ�vửĂẻɔẻśửź�Ă
ẮỀ4ɔì ửì ỷẻ�ì î ĂºửķẻśỷĂî śźĝỷśừ śửẻ�vửĂẻĝỷvźźĂCºỷvỵì 9

ÒvỷŭśửɔĂЀ ś�ř ĂCƴºśửì �6Ăỵẻỷ�ĝśỵẻ�ửɔĂśửĂƎẢŇĂ‾#6Ă�vĂỵỷvЕśî ì Ăśửỵº�Ă�vĂî ì Еì ụvỵừ ì ử�ĂvķĂ�ì ĝř ửśĝẻụĂź�ẻửî ẻỷî źĂ
�ř ẻ�Ăẻĝĝvừ ỵẻửЍĂ�ř ì ĂCŊĂẮỀĂẮĝ�9

Outputs include an AI Equality by Design (EbD) toolkit - empowering and equipping public equality 
defenders and other social stakeholders with the knowledge and skills to advocate for, adopt and 
embed EbD principles into the development and implementation of technical systems and 
organisational frameworks.

Project website

https://karenyeung.me/policy-impact/projects/ai-equality-by-design-deliberation-and-oversight/
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BrainHealthX: Responsible AI-guided solution for early dementia 
prediction

Dementia is stealing the lives of >55 million people worldwide, with huge 
societal cost (>$1 trillion p.a.). Despite >$56 billion R&D spend over 30 years, 
we lack sensitive diagnostics at early stages, when interventions may work 
best. We co-created—with healthcare partners, clinicians and the public—
a responsible, multimodal AI tool (BrainHealthx, BHx) to improve early 
prediction and patient stratification to optimise interventions for each 
patient. This RAi Enterprise Fellowship aims to scale-up BHx into a trusted, 
fully deployable clinical decision support system to help identify who will 
benefit when from which intervention, ultimately driving precision 
interventions and new treatments.

Professor Zoe Kourtzi
University of Cambridge

Enterprise Fellows



Our Keystone Projects
Prof. Marion Oswald

Dr. Simone Stumpf

Professor Maria Liakata

“The key problem is that AI tools take inputs from one part of the law enforcement system but their outputs have real-world, possibly 
life changing, effects in another part – a miscarriage of justice is only a matter of time.
Our project works alongside law enforcement and partners to develop a framework that understands the implications of uncertainty 
and builds confidence in future probabilistic AI, with the interests of justice and responsibility at its heart.”

“LLMs are being rapidly adopted without forethought for repercussion. For instance, UK judges are allowed to use LLMs to summarise court 
cases and, on the medical side, public medical question answering services are being rolled out.

Our vision addresses the socio-technical limitations of LLMs that challenge their responsible and trustworthy use, particularly in medical 
and legal use cases.”

“Our project will put auditing power back in the hands of people who best understand the potential impact in the four fields these AI 
systems are operating in.
By the project’s conclusion, we will have developed a fully featured workbench of tools to enable people without a background in artificial 
intelligence to participate in audits, make informed decisions, and shape the next generation of AI.”

Probable Futures (AI in Law Enforcement)

Participatory Harm Auditing Workbenches and Methodologies (AI Auditing)

Addressing the limitations of large language models for medical and social computers (Gen AI)



Where are we heading with AI?
• Agentic AI systems that are fully autonomous and are personalised

• Agentic Meshes that bring many agents together

• A push for Sovereign AI 

• AI at the Edge

What does it mean for users and practitioners?

• Personalisation requires diversity in datasets to train AI

• Multi-Agent and Egdge AI environments mean bigger concerns for privacy and 
autonomy

• AI built by and for one country may risk being biased and non-inclusive

• If you are not getting involved with AI (or any new technology), you will lose out
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